
Real-Time Coarse-To-Fine Depth Estimation 
on Stereo Endoscopic Images 
with Self-Supervised Learning

INTRODUCTION
Fast and accurate depth estimation is an essential task in computer-
assisted surgery and robotics, especially for endoscopic and 
microscopic procedures. We propose a real-time stereo matching 
model using a staged, coarse-to-fine architecture to estimate disparity 
from medical stereo camera data with self-supervised learning. Our 
model processes images with a resolution of 1280x1024 pixels beyond 
60 fps, with similar accuracy to the semi-global matching algorithm, 
and does not require any ground truth depth for training. We evaluated 
our model on two stereo endoscopic datasets from the literature. A 
mean absolute error below 1.5 mm and root mean square error below 
1.9 mm were identified.

CONCLUSIONS
This paper presents our stereo matching model with self-
supervised learning for estimating disparity from 
endoscopic stereo image pairs. Our model uses the 
coarse-to-fine architecture from AnyNet [2] to enable real-
time performance, especially for images with high 
resolution. No ground truth depth or human labeling is 
needed for training. We conducted experiments and 
showed our model can outperform the SGM [1] algorithm 
in single frames of the silicone heart phantom dataset in 
terms of accuracy.

METHOD
Feature Extractor. The feature extractor is designed in a staged, 
pyramidal architecture to get multi-scaled feature. In particular, our
model adopts the U-Net [4] architecture as a feature extractor with 
shared weight.

Matching Cost Volume. We use extracted feature maps from the 
left and right images to build a distance-based matching cost volume.

Regularization & Disparity Regression. The 3D convolution 
incorporates the context in the initial cost volume and learns to filter 
and refine the cost volume. Finally, we employ the disparity regression 
through a differentiable soft argmin operation.

Residual Disparity. For Stage 1, 2, and 3, instead of predicting full 
disparity, the model corrects the coarse disparity output from the 
previous stage by estimating residual disparity. This allows us to build 
a relatively smaller cost volume and use fewer filters in the 3D 
convolutions, which effectively reduces the computational complexity.

Self-Supervised Objective. The main idea of self-supervised learning 
for estimating disparity is that, given a pair of rectified stereo images, if 
the predicted left disparity is correct, then we can generate the 
reconstructed left image, by sampling the pixel from the right image 
according to the left disparity. The discrepancy between the original left 
image and the reconstructed left image can supervises the network to 
learn to predict an accurate left disparity.
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RESEARCH QUESTION
Can we train a depth estimation model for stereo endoscopic images 
that perform in real-time without using ground truth depth data?
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RESULT

The architecture of our staged model. The input for both training and test phases 
is a pair of rectified stereo images. The outputs are four left disparity estimations. 
The input images are from the 2018 Robotic Scene Segmentation (RSS) dataset [3].

Exemplary camera image and resulting depth predictions.
Left to right: The left input image from RSS [3], output of our 
model Stage 0 and Stage 3 (red RoI).

Photometric loss for self-
supervised training. Right and 
Left Image originate from [3].

Quantitative comparison for the investigated datasets 
[3][5]. Comparison for our model and SGM. Best result in each 
category are in bold. ∗ indicates the model trained with high-
resolution (1280 × 1024 pixels) data.

Five qualitative comparisons on 2018 RSS dataset [3]. From top 
to bottom: Input images, SGM, output from Stage 0, 1, 2, and 3.

MODEL

Qualitative result on SCARED dataset [6]. Left is the left 
camera view, right is the disparity. No images from this 
dataset are used in training.


